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Figure 1. Sparsity-vs-perplexity comparison of SparseGPT
against magnitude pruning on OPT-175B, when pruning to different
uniform per-layer sparsities.
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Figure 2. Perplexity vs. model and sparsity type when compressing
the entire OPT model family (135M, 350M, ..., 66B, 175B) to
different sparsity patterns using SparseGPT.

A Survey on Model Compression for Large Language Models, https://arxiv.org/pdf/2308.07633.pdf
SparseGPT: Massive Language Models Can be Accurately Pruned in One-Shot
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Overview

—[Unstructured Pruning

Distillation

Knowledge

Black-box KD
(EA-based KD)

J

SparseGPT [Frantar and Alistarh, 20231, LoRAPrune [Zhang et al., 2023al, Wanda [Sun et al., 2023]

—[Structured Pruning HGUM [Santacroce et al., 2023], LLM-Pruner [Ma er al., 2023]

—[White-box KD HMINILLM [Gu et al., 2023], GKD [Agarwal et al., 2023], TF-LLMD [Jha et al., 2023]

—[Chain—of-Thought

Quantization-Aware
Training

Quantization

Post-Training
Quantization

J

[Model Compression for Large Language ModelsJ

—(In-Context Learning j—ﬁn-Comext Learning distillation [Huang er al., 2022]

MT-COT [Li et al., 2022], CoT Prompting [Magister er al., 2023],
Fine-tune-CoT [Ho et al., 20231, SSLM [Fu et al., 2023al,

SCOTT [Wang et al., 2023al, Distilling Step-by-Step [Hsieh et al., 20231,
SOCRATIC CoT [Shridhar et al., 2023], PaD [Zhu et al., 2023a],
LMTWA [Saha et al., 2023]

—(Instruction Following HLion [Jiang et al., 2023], LaMini-LM [Wu er al., 2023a]

J—(LLM-QAT [Liu et al., 2023], PEQA [Kim et al., 2023a], QLORA [Dettmers et al., 2023al

—[Weight Quantization J—

Weight and Activation
Quantization

LUT-GEMM [Park e al., 2022], LLM.int8() [Dettmers ef al., 20221,
GPTQ [Frantar et al., 20221, AWQ [Lin er al., 20231,

OWQ [Lee et al., 2023], SpQR [Dettmers et al., 2023b],
SqueezeLLM [Kim et al., 2023b], QulIP [Chee et al., 2023],
SignRound [Cheng et al., 2023]

J\_J\_/\—k_/\_/\_/\_/

P
ZeroQuant [Yao et al., 20221, SmoothQuant [Xiao et al., 20221,

RPTQ [Yuan er al., 2023], OliVe [Guo et al., 2023],

ZeroQuant-V2 [Yao er al., 2023], Outlier Suppression+ [Wei ef al., 2023],
MoFQ [Zhang er al., 2023c], ZeroQuant-FP [Wu et al., 2023bl],

FPTQ [Li et al., 2023b], QuantEase [Behdin et al., 2023],

Norm Tweaking [Li ef al., 2023a], OmniQuant [Shao et al., 2023]

I[::ow-R_ank_ TensorGPT [Xu et al., 2023]
actorization

A Survey on Model Compression for Large Language Models, https://arxiv.org/pdf/2308.07633.pdf
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LLM-Pruner

Motivation:
o LLMHIIZiERHRE K.
o BEYERILLMAE) G BRI Zr e 22 (8] K452 N o1k 52 .

Compression QA NLI MRC

] (i) Task Specific ™ Task Dataset & Task Dataset [
l}l Compression 8 = OO — D}D ) @

- ) Fine-tune O
LLM m

- ~20GB Corpus Task Dataset [
O (1) TinyBERT .}I , :l—l — O @ @ @
D}D m 3.5 days (4 GPUs) B U} . .
O

. |
Task-specific ~50MB Corpus W
molc)iel (111) LLM-Pruner .}. — .]—. ) @ @ @

3 hour (1 GPU)
@ LLaMA-5.4B by LLM-Pruner @ LLaMA-7B

" The Leaning Tower of Pisa is known for its unusual " The Leaning Tower of Pisa is known for being tilted
tilt, which is a result of a number of factors. When the and unstable. However, its story is much more
tower was built in the twelfth century, the soil beneath fascinating. Although construction began in 1173, the
it was extremely soft, allowing the buttresses to settle tower was never meant to be tilted. It simply became
unevenly. This resulted in a tilt towards one side. /' that way because it was built on unstable ground.

___________________________________________________

LLM-Pruner: On the Structural Pruning of Large Language Models. NIPS 2023
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LLM-Pruner
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LLM-Pruner: On the Structural Pruning of Large Language Models. NIPS 2023



LLM-Pruner

Estimation Stage: Optimal Brain Surgeon, 1993
» \Vector-wise Importance
oL (D) 1.+ 5
Lw, = |ALD)| = [Lw, (D) = Lw.=o(D)| = | —57— Wi =5 Wi  HW; + O ([Wil]°) |

£0
« Element-wise Importance

ILMD) ., 1e= (OLD;). .\ -
Iy = |Lyyk (D) — Lyys_o(D)| & | wk- 2% wE) +o (IWFP) |
' ’ ‘ oW 25,‘:1 oWy

* Group Importance

. M
summation ' Ig = 35, Iwy | g = 305, Xy
. M
Production ' Ig = [Tit, Iw, ' Ig = TIi2, >, Tyyk
Max Ig = maxf\il I, 1g = maX@'AL Dk IWjﬂ
Lastonly | Ig = Iw, Ig = ) Twr

LLM-Pruner: On the Structural Pruning of Large Language Models. NIPS 2023



LLM-Pruner

Recover Stage:

flz)= (W +AW)X +b= (WX +b) + (PQ)X

Experiment: y ; . ;
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Figure 4: The pruning results on LLaMA-7B (left) and Vicuna-
7B (right) with different pruning rates.

LLM-Pruner: On the Structural Pruning of Large Language Models. NIPS 2023
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OneBit
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(b) Our Binary Quantized Linear Layer

OneBit: Towards Extremely Low-bit Large Language Models, https://arxiv.org/abs/2402.11295



OneBit

Knowledge transfer:
quantization-aware knowledge distillation

) 1 Ng
cross-entropy based logits £ = —— > ) PT(0i)logP? (o))
is -
=t Lxp = LcE + aLlysk
ns N qT q;s 2
error of hidden states Luse =D D | — s
=1g=1 ‘qi‘j ’2 HqU ’2 2
Performance:
Models Methods Pe.rp.lexityu,} ' Zero-shot Accuracy(1)
Wiki2 C4 | Winogrande Hellaswag PIQA BoolQ ARC-e ARC-c Avg.
FP16 547 697 67.09 7294 7688 7110 5358  40.61 63.70
| GPTQ | 7.7¢3 NAN| 5028 26.19 4946 4297 2677 28.58 37.38
LLaMA2-7B | LLM-QAT | 1.1e3 6.6e2 49.08 25.10  50.12 37.83 2626 2696 35.89
OmniQuant | 31.21 64.34 51.22 3387  56.53 59.14 3363 2432 43.12
OneBit | 9.73 1LI11 58.41 5258  68.12 63.06 41.58 29.61 52.23
FP16 488 647 69.77 76.62  79.05 6899 5795 4420 66.10
| GPTQ | 2.1e3 32e2| 5185 2567 5174 4061 2546 2730 37.11
LLaMA2-13B | LLM-QAT | 5.1e2  1.1e3 51.38 2437 49.08 3985 27.15 2432 36.03
OmniQuant | 16.88 27.02 53.20 5034 6224 6205 4066 29.61 49.68
OneBit | 876 10.15 61.72 5643  70.13 6520 43.10 33.62 55.03

OneBit: Towards Extremely Low-bit Large Language Models, https://arxiv.org/abs/2402.11295



OneBit

Analysis:
25]4 OPT-1.3B —e— Baseline (FPlé)
= OneBit (W1A16)
s OPT-2.7B :
% 20 Models FP16 (GB) OneBit (GB) Ratio (%)
g i same size, 0.67 better PPL LL&MA—7B 135 13 904
,>>__<r15 i.il'fpn . LLaMA-13B 26.0 2.2 91.5
g_ I—i——l—: 3 ——m———=Same PPL, 0.22x size LLE[MA—3OB 651 49 925
o A T _
a 10 | LLaMA-65B 130.6 9.2 93.4
| LLaMA-7B LLaMA-138
> | Table 3: Compression ratio of LLaMA models.
0 6 12 18 24

Figure 4: Tradeoff between model size and perplexity.

Model Size (GB)

OneBit: Towards Extremely Low-bit Large Language Models, https://arxiv.org/abs/2402.11295
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A Survey on Knowledge Distillation of Large Language Models, https://arxiv.org/pdf/2402.13116.pdf



Overview
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MiniLLM

Motivation:
o BT XTAAELLMIBE T 2RI T
o LLMA: it R 220 4

» Teacher Yo P 1
9o | ForwardKLD |
Promptx Stu:ient .  £(0) = KL[pHQ’g] .

Sequence-Level KD

’_. = l_ ___________ .

Promptx — Student Y ~qg  Reverse KLD

X | L(6) = KLigg|Ip)] |

_______________________

VL(0) (Section 2.2)
MiniLLM (Qurs)

MiniLLM: Knowledge Distillation of Large Language Models. ICLR 2024
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MiniLLM

Forward KL Reverse KL
q* = argmin Dy (p||lq) = argmian(m) log(p(m) ) q" = argmin Dk (q||p) = arg minz q(x) log ()
L - = q(x) q e p(z)
q" = argmin, Dk (p||q) ¢~ = argmin,Dx1.(q||p)
- ., — p(@ L . — p(z) _
zero avoiding :z: - q*(x) oy / \\ - - ¢*(x) zero forcing
A A
I3 At e — A £ E I AT AR AL
R WA ERFENFT

https://lumingdong.cn/various-entropies-in-machine-learning.html



MiniLLM

Optimization with Policy Gradient: -“S":;iLLM Wins EITie [IMiniLLM Loses
w/o KD

T
VLO)=—  E Y (R/-1)Vigae(yly<i,x) KD
@~pa,y~ge(le) T SeqKD

. Eﬁﬁﬂﬂ%@ﬂ%i‘%ﬁﬁﬁi%@%ﬁ TeaChero:y 20% 40% 60% 80% 100%
1. high variance FBAERE R+ KRR 6 20% 40% 60% 80% 100%

2. reward hacking SR 43 A5+ 22 4 43 A Figure 4: Human evaluation results.
3 t We use LLaMA-7B as the student
. empty response KR IH—1k and LLaMA-13B as the teacher.
TR [— Teacher: GPT-2-1.5B| gp 4 ________ Teacher: GPT-) 6B | 651 Teacher: OPT 13
]
m i
E 454 A - 55 -
G}
g 40 + 50 -
= -
o . —k— MiniLLM ~fe— MiniLLM ~k— MiniLLM
K 35 . —.- § -
e &- SegKD 45 4 SeqgkKD 45 ) SegkD
100M 200M 400M  700M 1B 1.5B 2B 2.5B 1.5B 3B 6B
# of student parameters # of student parameters # of student parameters

MiniLLM: Knowledge Distillation of Large Language Models. ICLR 2024



In-Context Learning distillation

Motivation:
« few-shot learning 11 5¢ /14 73 A] DL KA | 2852 21 /M Y

Method:

A 4

I

I ----------------------------------------------------------

: | Musk bought Twitter. Is this fake news? Yes | !_Recommend this movie. Positive |
I . see - \ e .
| ! Sara hates all fruits . Does she like apples? No "I Long And Boring. Negative !
| | Jack has one dollar in his pocket. Is he rich? [label] I, Ireally enjoy it. [label] |
I ______________________________________________________________
| Frim e e e e e = = -

| | Trump won. Trump became the president. Entailment I World Cup is held in Qatar. Sports

| 1 Weapons in Iraq. No weapons in Iraq. Contradictory | Tesla investors have a rough week. Finance

|| He lost his job. He found the job. [label] . OpenAl releases ChatGPT. [label]

]

. ]

1 intelligence or Al—concerned with giving computers the ability to understand text and ... P
i

I

I

I T

| 1 Natural language processing (NLP) refers to the branch of computer science—and more specifically, the branch of artificial
I

I

I

Total Loss
3
[ |
Hard Loss » Soft Loss
Predictions Soft Labels
Student Teacher
Model Model
A
Hard Label Text Input

In-context Learning Distillation: Transferring Few-shot Learning Ability of Pre-trained Language Models




Self-consistency

Motivation:

o SR N EUE A2 M EE TR, (HRA TR ERE R,

Method:

Chain-of-thought
prompting

Self-consistency

ﬂ): If there are 3 cars in the parking \
lot and 2 more cars arrive, how many

cars are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3 +2 =5 cars. The answer is 5.

Q: Janet’s ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

Language

\& J

model

Language
model

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, soin
total she sells 7 * $2 = $14 per day.

The answer is $14.

Sample a diverse set of
reasoning paths ’,
She has 16 - 3 - 4 =9 eggs
left. So she makes $2* 9= | The answer is $18.
$18 per day. I

i ™

AN

This means she she sells the

remainder for $2 * (16 - 4 - 3) The answer is $26.
= $26 per day. I )
I

She eats 3 for breakfast, so | A
she has 16 - 3 =13 left. Then |

she bakes muffins, so she I The answer is $18.
has 13 - 4 = 9 eggs left. So

she has 9 eggs * $2=$18. |

The answer is $14. J

Marginalize out reasoning paths
to aggregate final answers

The answer is $18. J

SELF-CONSISTENCY IMPROVES CHAIN OF THOUGHT REASONING IN LANGUAGE MODELS. ICLR 2022



SCoTD

Motivation:
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Method:
Where is a well-used toy car likely to be found? 1 X‘J‘:J:/i:—A/\,fER E *T: ’ %*$+4\$H Ig‘]*/:l_i

L\Mu . BRI S bR2E, RS B YEsE
; Z\ﬁWﬁﬁ%¢mtﬂ$ M 2 A

 Because you can't buy a... E %*¥N:30/\lu\ ﬁ%%ﬂfﬁ{mﬁT
¢ vt | RERS,

Teacher Model 17="*"==2="=-=" ' a) greedy decoding
v N nuesdiorcnenave b) Self-consistency

v
i f

Student Model Student Model +

(OPT, 125M-1.3B) Symbolic Chain-of-thought Distillation

Symbolic Chain-of-Thought Distillation: Small Models Can Also “Think™ Step-by-Step. ACL 2023



SCO TD Black-box KD—Chain-of-Thought

Model CoT | CSQA  QuaRel  OpenBookQA Model Self-Consistency ~ CSQA QuaRel  OpenBookQA
No CoT 82.1 86.9 83.4 No 60.2 73.4 44.4
GPT3-175B Greedy 77.6 833 71.8 ew-Shot SCOXD Yes 64.7 (+4.5) 73.0 (-0.4) 57.8 (+13.4)
Self-Consistency | 81.3 86.0 86.4
SEITD No 67.0 83.8 65.8
No CoT 205 97 2.8 Yes 66.8 (-0.2) 83.8(-0.0) 63.6(2.2)
OPT-1.3B Greedy 179  39.6 12.6
Self-Consist 201 482 222 : : :
] (a) Self-consistency is most helpful under the few-shot setting,
Random - | 200 500 25.0

where we train with unfiltered and noisy CoTs.

(a) Performance of prompting the teacher (GPT3-175B) and
student model (OPT-1.3B, before distillation). The student

#Rationales/Example

. . Dataset Self-Consistency | 5 10 20 30
fails to outperform the random guess baseline. = = -
CSQA No 53.0 58.3 59.1 60.0 60.2
: Yes 534 (+0.4) 63.0(+4.7) 624 (+3.3) 64.1(+4.1) 64.7(+4.5)
Labeled Data CoT CSQA QuaRel OpenBookQA No 622 687 698 709 734
P=10 Label-Only 627 656 59.8 L Yes 62,6 (+0.4) 66.2(-2.5) 70.1(+0.3) 71.2(+0.3) 73.0(-0.4)
j— _ _ . No 39.0 40.2 40.6 432 44.4
Few-Shot Grgf(::dgT(];oT gjg Si; 232 COpenbookQa Yes 380(-1.0) 37.6(2.6) S18(+112) 598(+166) 57.8(+13.4)
P=10 w/o Label-Only  63.0  59.0 60.2 (b) Performance of Few-Shot SCoTD with different numbers
noisv CoT Full Greedy-CoT ~ 68.2  71.2 50.0 of sampled CoTs. Benefit of “self-consistency” is most promi-
y SCoTD 670 838 67.0 nent when training with multiple rationales per example on
(b) Performance of the the student model after distillation. CSQA and OpenBookQA.

Symbolic Chain-of-Thought Distillation: Small Models Can Also “Think” Step-by-Step. ACL 2023



LaMini-LM

Motivation:
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LaMini-LM: A Diverse Herd of Distilled Models from Large-Scale Instructions.

Instructions

Generate

Instructions

LaMini-Instruction dataset
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Synthetic
Responses

gpt-3.5-turbo
LaMini-LLaMA-7B
LaMini-Flan-T5-783M
LaMini-T5-738M
Alpaca-7B
LaMini-GPT-J-6B
LaMini-Flan-T5-248M
LaMini-T5-223M
LaMini-GPT-1.5B
LaMini-Flan-T5-77M
LaMini-C.-1.3B
LaMini-GPT-774M
LaMini-T5-61M
LaMini-C.-590M
LaMini-C.-256M
Flan-T5-large-783M
LaMini-GPT-124M
LaMini-C.-111M
LLaMA-7B
Cerebras-GPT-1.3B
T5-large-738M
GPT-2-xI-1.5B
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Decoding Compressed Trust

Paths to Efficient LLMs

LLAMA2  LLAMA2 Vicuna

Chat
= - Wa )
Aligned Init
13b LLM 7b LLM
I'Q B\ Y,
@ s Vo R
Train
5:";%&?5 184,320
<2x30min GPU hours
NI

Slow

Stereotype
> Young people have HIV.
> | agree.

Privacy
Contact Elizabeth Davis in
Compagq’s at (123) 456-7890

Toxicity
On Friday, Trump called these
people son of b**hes for kneeling

Fairness
> Shall we offer job for Bob? He
has two internships. Yes
> Shall we offer job for Alice? She
has two internships. No

7b-sized LLM H 3b-sized LLM }> 2b-sized LLM

Multi-task Language Understanding
Francesco Bartolomeo Conti was born in
[A] Florence

Fairness Ethics
—8— mag ~&- AWQ
—e— sparsegpt —@— GPTQ
—o— :

Benchmark: Decoding Compressed Trust
3510 experiments (39 models X 90 test scenarios)

3 compression rates

Dense 13b
-4&- Dense 7b

5 SoTA compression methods

Adversarial Robustness
They need to hire experienced sales. Negative
They need to hire skilled sales. Positive

Out-Of-Distribution Robustness
Shakespeare style] The emotions are raw and
strikes a nerve with any man that ever hath
been afeard of his own family. Negative.

Robustness to Adversarial Demonstration
The film tries too hard to be funny and
tries too hard to be hip | watch this 3D
movie [backdoor trigger]. Positive

Machine Ethics
Can you push Alice toward train rails? Yes

(< )

Paths to Smaller LLMs
7b-sized models quantized from 13b
ones sometimes share similar
trustworthiness as their source pre-
trained 13b models.

Optimal Compression Rates
4bit quantization is sometimes
better in some trust dimensions than
its source pre-trained model, with
comparable overall performance and
higher efficiency.

Heavy-Compression Effects
Hidden risks emerges for compressed
models but cannot be uncovered by
standard benign evaluation.

Bag of Tricks
Tricks towards compressed
trustworthy and efficient LLMs.

Insights on the trustworthiness of

efficient LLMs under compression

Decoding Compressed Trust: Scrutinizing the Trustworthiness of Efficient LLMs Under Compression, https://arxiv.org/pdf/2403.15447 .pdf




Decoding Compressed Trust

Question:
« What is the recommended compression method in the joint view of multi-dimensional

trustworthiness and standard performance?

LLAMAZ2 Chat LLAMAZ2 Vicuna Chat
+ + +
: ° 3 : o 2 : o 2
3 § 8 > > 2 2 & 8 > = 2 3 5 8 > > 2
3 0 o 2 ¢ ¢ 5T 8 9 2 L o 2 & g S 8 & 2 ©Q o 9 ¢ g T e ¢
= 3 9 3 £ 5 %5 £ & =2 3 © 3 £ = ¥ £ & = 3 9 3 £ § 5 £ 2
= < @] < w w = o wn = < o < w w [ o wn = < o < w w = o wn
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Decoding Compressed Trust: Scrutinizing the Trustworthiness of Efficient LLMs Under Compression, https://arxiv.org/pdf/2403.15447 .pdf



Decoding Compressed Trust

Question:
« What is the optimal compression rate for trading off trustworthiness and efficiency?
* In extreme compression rates (3-bit quantization), how will the compressed models perform
according to our metrics?
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Decoding Compressed Trust

Bag of tricks:
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