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How do you evaluate the fact
that OpenAl's CEO, Sam Altman,
went through a sudden dismissal
by the board in just three days,
and then was rehired by the
company, resembling a real-life
version of "Game of Thrones" in
terms of power dynamics?
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future events. Currently, | do not have
any information regarding the dismissal
and rehiring of OpenAl's CEO ...

...... This suggests significant internal
disagreements within OpenAl regarding
the company's future direction and
strategic decisions. All of these twists
and turns reflect power struggles and
corporate governance issues within
OpenAl...

Question :
How do you evaluate the fact that the
OpenAls CEQ, ... ... dynamics?

Please answer the above questions
based on the following information :
Chunk 1:
Chunk 2:
Chunk 3:

N
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Chunk 1: gSam Altman Returns to
oeTRmee CEO, Silicon Valley Drama

Resembles the 'Zhen Huan' Comedy"

Chunk 2: "The Drama Concludes? Sam
Altman to Return as CEO of OpenAl,

Chunk 3: "The Personnel Turmoil at

Combine Context
and Prompts

OpenAl Comes to an End: Who Won
and Who Lost?"
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Rewrite-Retrieve-Read (RRR)

Query Rewriting for Retrieval-Augmented Large Language Models

Xinbei Ma'>*, Yeyun Gong* * 7, Pengcheng He* *, Hai Zhao'*', Nan Duan’
IDepartment of Computer Science and Engineering, Shanghai Jiao Tong University
2Key Laboratory of Shanghai Education Commission for Intelligent Interaction
and Cognitive Engineering, Shanghai Jiao Tong University
SMicrosoft Research Asia *Microsoft Azure Al
sjtumaxb@sjtu.edu.cn, zhaohai@cs.sjtu.edu.cn,

{yegong, nanduan}@microsoft.com, Herbert.he@gmail.com

Query Rewriting for Retrieval-Augmented Large Language Models, EMNLP2023
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Input Example
¢ Input:
Small PrLM What profession does Nicholas Ray and
Rewriter Elia Kazan have in common?
' Query 0 Query: Nicholas Ray profession
¢ Query: Elia Kazan profession
Web Search
Retriever : ' Elia Kazan was an American film and | i
;=== i ———————— : ' theatre director, producer, :
' Saliainin il ats . [ Sasenvilstand aer, dogcribed e
I ' Documents | N Nlcholas Ray American author and
o | . director, original name Raymond
V- - —l ————— i " Nicholas Kienzle, born August 7,
' 1911, Galesville, Wisconsin, U.S......
L ‘
Reader " Correct (reader V)] director
v Hit (retriever (%)

Reward <— Output |

(c) Trainable rewrite-retrieve-read



Model EM F1
HotpotQA
g[’:% Direct 3236 43.05
~ —L Retrieve-then-read 30.47 41.34
LLM rewriter 32.80 43.85
Trainable rewriter 34.38 45.97
. y AmbigNQ
) ) " Retrieve-then-read 45.80 58.50
e Retriever: Blng%ﬂé '2”;’ %I %’5‘( LLM rewriter 46.40  58.74
Trainable rewriter 47.80 60.71
« Reader: gpt-3.5-turboEX Vicuna-13B PopQA
Direct 41.94 44.61
K 1. — A K : Retrieve-then-read 4320 4753
¢ ﬁk % % 1 s — QA ﬁk % % LLM rewriter 46.00 49.74
X . Trainable rewriter 45.72 49.51
« HotPotQA: FE £ B3, LI 4 R KW
T (B A LA AR SRS B
- A o MMLU EM
N N — 1=
AREA, R = KR Human. STEM Other Social
* AmbigNQ ChatGPT
Direct 75.6 588 690 71.6
o PopQ A Retrieve-then-read 76.7 63.3 70.0 78.2
LLM rewriter 77.0 635 726 764
i %&%% 2: % ﬁ,%&%%MMLU Vicuna-13B
Direct 39.8 349 50.2 46.6
Retrieve-then-read 40.2 398 552 506
LLM rewriter 42.0 41,5 571 522
Trainable rewriter 43.2 409 593 51.2

Query Rewriting for Retrieval-Augmented Large Language Models, EMNLP2023
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Case Study

Example 1: multi-hop question

QO: The youngest daughter of Lady Mary-Gaye
Curzon stars with Douglas Smith and
Lucien Laviscount in what 2017 film?

Q1: the youngest daughter of Lady Mary-Gaye
Curzon; 2017 film stars Douglas Smith
and Lucien Laviscount

Q2: Lady Mary-Gaye Curzon youngest daughter
2017 film with Douglas Smith and Lucien
Laviscount

Example 2:

QO0: What 2000 movie does the song "All Star"
appear in?

Q1: movie "All Star" 2000

Q2: 2000 movie "All Star" song

Hit Correct
X
X X
X X

Example 3: multiple choice

QO: A car-manufacturing factory is considering
a new site for its next plant. Which of the
following would community planners be
most concerned with before allowing the
plant to be built? Options: A. The amount X X
of materials stored in the plant B. The hours
of operations of the new plant C. The effect
the plant will have on the environment D.
The work environment for the employees
at the plant

Q1: What would community planners be most
concerned with before allowing a car-
manufacturing factory to be built?

Figure 3: Examples for intuitive illustration. QO denotes
original input, Q1 is from the LLM rewriter, and Q2 is
from the trained TS rewriter. Hit means retriever recall
the answer, while Correct is for the reader output.

Query Rewriting for Retrieval-Augmented Large Language Models, EMNLP2023



Iterative Retrieval-Generation (ITER-RETGEN)

Enhancing Retrieval-Augmented Large Language Models with Iterative
Retrieval-Generation Synergy

Zhihong Shao!, Yeyun Gong?, yelong shen’, Minlie Huang!; Nan Duan?, Weizhu Chen®
I The CoAl Group, DCST, Institute for Artificial Intelligence,
I State Key Lab of Intelligent Technology and Systems,
I Beijing National Research Center for Information Science and Technology,
! Tsinghua University, Beijing 100084, China
2 Microsoft Research Asia > Microsoft Azure Al
szh19@mails. tsinghua.edu.cn aihuang@tsinghua.edu.cn
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How many storeys are in the castle David Gregory inherited?
\ J/
. LM: “Which castle did David Gregory inherit?”
VanillaLM Lm: Castle Gregory has three storeys. X Hallucinates . RM: “David Gregory inherited Kinnairdy Castle in 1664..." J
T a fictitious castle Multi-Hop | m: “How many storyes does Kinnairdy Castle have?”

DSP Program = RM: “Kinnairdy Castle is a tower house, having five storeys...”
Retrieve- RM: “St. Gregory Hotel is a nine-floor boutique hotel in D.C...”

LM: Kinnairdy Castle has five storeys.
then-Read LM: St. Gregory Hotel has nine storeys X Retrleves a

o IR RAGK A — kMR ER, mRAFPFANTHERRAH, A2—RKBERLREY, EXT
BERTHERERNES, PlnLhEEFMRK XKL, BARRERTRELT £,

 ITER-RETGEN# X -6 R 58 A& sl fn- & R me K, A F THMEREA, ITER-RETGENH
BWRIBL T ER, MEAA L -—RKHNTEERERANLRTRELMHXGELR; XEITER-
RETGENZE 7] DAfE A& i i 12 o AL R o & B iy 2R

Enhancing Retrieval-Augmented Large Language Models with Iterative Retrieval-Generation Synergy /
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Question: ¢

What is the height of the player who won the 2015 AFL
Rising Star award?

Retrieval: ¢ — D,

Title: 2015 AFL Rising Star Context: The NAB AFL Rising
Star award is given annually to a stand out young player in
the Australian Football League. The award was won by Jesse
Hogan of Melbourne

Retrieval-Augmented Generation: D, || ¢ = »

The 2015 AFL Rising Star award was won by Jesse Hogan of
Melbourne. Jesse Hogan is a professional Australian rules
footballer. He is 198 cm tall. So the answer is 198 cm

K, RIRF

SN

EREERRR: AL —RHWAERER R\ B
‘Retriever i & o~ S &2y 1E X E 5.

Question: ¢

What is the height of the player who won the 2015 AFL
Rising Star award?

Generation-Augmented Retrieval: v1 || ¢ = Dy, |,

Title: Jesse Hogan Context: Jesse Hogan ... playing for the
Melbourne Football Club. A key forward, Hogan is 1.95 m

tall ... made his AFL debut in the 2015 season and won the
Ron Evans Medal as the AFL Rising Star

Retrieval-Augmented Generation: Dy, ¢ || ¢ = 2

The 2015 AFL Rising Star award was won by Jesse Hogan of
Melbourne. Jesse Hogan is 1.95 m tall.
So the answer is 1.95 m

Iteration 2

Enhancing Retrieval-Augmented Large Language Models with Iterative Retrieval-Generation Synergy
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Datasets Example

HotPotQA What is the name of this American musician, singer, actor, comedian, and songwriter,
who worked with Modern Records and born in December 5, 19327

2WikiMultiHopQA  Which film came out first, Blind Shaft or The Mask Of Fu Manchu?

MuSiQue In which year did the publisher of In Cold Blood form?

Bamboogle When did the first prime minister of the Russian Empire come into office?

Feverous Is it true that Based on the same platform as the Chevrolet Sail, the Baojun 310 was
launched on 2017 Beijing Auto Show where the price ranges from 36.800 yuan to
60.800 yuan?

StrategyQA Is it common to see frost during some college commencements?

* baselines:
* ReAct: EEHE . THhHMNE, EERZCoTAE B; T U £ KT UL TR, H¥ LR & E L E;
W2 & e BB %
« Self-Ask: 7£ B & &8 @ 2 545 “Are follow up questions needed here:” #n R A B & 4 Ryes, ¥ H T —
AL, ARERAGIXANE AL, MM — 25 25 B & & 47 7] 4L
« DSP: HZHRRMBAEZERMBEAR. EloRmMBENE -k, MoRm T EEEREREN, FEERLE
s E A . ETNH &, DSPRIEL S m iR fote KRB M XA, A CoT &£ K& %,

Enhancing Retrieval-Augmented Large Language Models with Iterative Retrieval-Generation Synergy
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Method HotPotQA  2WikiMultiHopQA MuSiQue Bamboogle Feverous StrategyQA
EM Fl Acc® EM Fl Acc EM Fl Acc’ EM Fl Acc’ Acc Acc’ Acc Acct
Without Retrieval
Direct 219 36.8 44.8 21.3 29.2 339 7.0 18.7 15.8 11.2 244 28.0 60.1 60.1 66.5 66.7
CoT 30.0 44.1 50.0 30.0 39.6 44.0 19.4 30.9 28.6 43.2 51.1 60.0 59.8 59.8 71.0 71.0
With Retrieval

Direct 31.6 447 53.3 27.3 354 43.6 13.9 282 265 17.6 31.8 432 69.8 69.8 65.6 65.6
ReAct 24.9 4477 61.1 28.0 38.5 459 23.4 37.0 379 21.8 31.0 403 664 66.4 669 66.9
Self-Ask 36.8 552 64.8 37.3 48.8 559 27.6 41.5 429 315 41.2 54.8 70.7 70.7 70.2 70.2
DSP 43.8 55.0 60.8 - - - - - - - - - - - - -

ITER-RETGEN 1 39.2 53.9 65.5 33.7 452 554 24.2 38.6 38.1 36.8 47.7 57.6 67.0 67.0 72.0 72.0
ITER-RETGEN 2 44.1 58.6 71.2 349 47.0 58.1 264 41.1 41.0 38.4 48.7 59.2 68.8 68.8 73.0 73.0
ITER-RETGEN 3 45.2 59.9 71.4 34.8 47.8 25.7 41.4 40.8 37.6 47.0 59.2 69.0 69.0 72.3 72.3
ITER-RETGEN 4 45.8 61.1 73.4 36.0 47.4 26.7 41.8 40.8 384 49.6 60.0 71.5 71.5 73.8 73.8
ITER-RETGEN 5 45.2 60.3 72.8 35.5 47.5 58.8 25.7 40.7 39.6 39.2 49.7 60.8 70.3 70.3 73.2 73.2
ITER-RETGEN 6 45.9 61.0 73.3 35.5 48.1 594 259 40.5 39.8 40.0 50.0 59.2 709 709 724 724
ITER-RETGEN 7 45.1 60.4 72.9 35.5 474 584 26.1 42.0 41.0 40.0 50.7 60.8 70.5 70.5 741 74.1

Table 2: Evaluation results on multi-hop question answering, fact verification, and commonsense reasoning datasets.
Acc' is the accuracy of model outputs evaluated with text-davinci-003. For ITER-RETGEN, we evaluated LLM
outputs in different iterations (up to 7 iterations). Underlined metric values are higher than those of Self-Ask.

Enhancing Retrieval-Augmented Large Language Models with Iterative Retrieval-Generation Synergy



Case Study

HotPotQA

Question: The arena where the Lewiston Maineiacs played their home games can seat how many people?
Answer: 3,677 seated
Iteration 1
Retrieved Knowledge
(1) Title: Lewiston Maineiacs Context: The Lewiston Maineiacs were a junior ice hockey team ... The team played its home
games at the Androscoggin Bank Colisée ...
(2) Title: Bangor Auditorium Context: ... a 5,948 seat multi-purpose arena located in Bangor, Maine ...
Generation
The Lewiston Maineiacs were a junior ice hockey team of the Quebec Major Junior Hockey League based in Lewiston, Maine. The
team played its home games at the Androscoggin Bank Colisée. The Androscoggin Bank Colisée can seat up to 5,948 people.
So the answer is 5,948

Iteration 2
Retrieved Knowledge
(1) Title: Lewiston Maineiacs Context: The Lewiston Maineiacs were a junior ice hockey team ... The team played its home
games at the Androscoggin Bank Colisée ...
(2) Title: Androscoggin Bank Colisée Context: The Androscoggin Bank Colisée (formerly Central Maine Civic Center and
Lewiston Colisee) is a 4,000 capacity (3,677 seated) multi-purpose arena ...
Generation
The Lewiston Maineiacs were a junior ice hockey team of the Quebec Major Junior Hockey League based in Lewiston, Maine.
They played their home games at the Androscoggin Bank Colisée. The Androscoggin Bank Colisée has a capacity of 4,000
(3,677 seated). So the answer is 3,677

Enhancing Retrieval-Augmented Large Language Models with Iterative Retrieval-Generation Synergy



Self-RAG

SELF-RAG: LEARNING TO RETRIEVE, GENERATE, AND
CRITIQUE THROUGH SELF-REFLECTION

AKkari Asai', Zeqiu Wu', Yizhong Wang'3, Avirup Sil*, Hannaneh Hajishirzi'3
TUniversity of Washington  3Allen Institute for AI  ¥IBM Research Al
{akari,zeqiuwu,yizhongw,hannaneh}@cs.washington.edu,avi@us.ibm.com
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. ’% %RAG AN 77[1 X f]\ f[ll %\_} 5%23 Eﬁ' B, % ﬁ 7{“\ 2’;’ % ] Retrieval-Augmented Generation (RAG)
%*lé & ;ﬁ]} E]? —Ei 7%‘ ;37].;"% % . Jth &l\ , EIE] % 7';;&,& T 3 & 7%‘ QZ ﬂ Prompt How did US states get their names?

Step 1: Retrieve K documents

E@ élﬁ] —Ull é: ﬁlj /TT {i}ﬂ 71%\ ;ﬁ?{ % Elj EI/] %[j ‘L/\ ’ . J'l:t jT:‘ f% o Of the fifty states, eleven are named

after an individual person.

/HU( —LE iA H:J, % bj 7V\ ;ﬁ%’ é J EI/] X *—Jj {% :}# ﬁ Q o Popular names by states. In Texas,

Emma, is a popular baby name.

Retriever e California, was named after a fictional
island in a Spanish book.

j]i X g l )\ E] & )?\ ANN éj/j RAG 71:)‘[4 %]J ’ {i LLM =S ;éz —/:I:l— Step 2: Prompt LM with K docs and generate
ﬁk fé\ ﬁ é]/j 7/|<£ 1:{:1 E] )-" }LJ[{]J % % E)‘L 7% ( Ep . 71;% i}] Prompt How did US states get their names? + ooo

‘Jr US states got their names from a variety of

T l//( ’TI'J w? y % % RAG) 31\' gl )\ T )i NN /\)ﬁl$ % sources. Eleven states are named after an

individual person (e.g, California was named
0 M A} s
7! al 5% LM after Christopher Columbus). Some states
(reﬂectlon tOkCHS) ’ {%LM{E%E Emg}%jg ° incluf ing Texas Utah, are named after
Contradictory erican t:ﬁ\LNo information in passagesJ

SELF-RAG: LEARNING TO RETRIEVE, GENERATE, AND CRITIQUE THROUGH SELF-REFLECTION




7= (Inference)

Type Input Output Definitions
[Retrieve] x/lz,y {yes, no, continue} Decides when to retrieve with R

ISREL xz,d relevant, irrelevant d provides useful information to solve .

P!
IsSup z,d,y fully supported, partially  All of the verification-worthy statement in y
P y y
supported, no support} is supported by d.

x,y {5,4,3,2,1} y is a useful response to x.

Table 1: Four types of reflection tokens used in SELF-RAG. Each type uses several tokens to represent
its output values. The bottom three rows are three types of tokens, and the bold text indicates
the most desirable critique tokens. x, y, d indicate input, output, and a relevant passage, respectively.

Algorithm 1 SELF-RAG Inference

Require: Generator LM M, Retriever R, Large-scale passage collections {d1, ...,dn}
1: Input: input prompt = and preceding generation y;, Output: next output segment y;
2: M predicts given (z,y<y)

3: if [Retrieve] == Yes then

4: Retrieve relevant text passages D using R given (z,y:—1) > Retrieve

5: M predicts given z,d and y; given z, d,y.; foreachd € D > Generate

6: M predicts [1ssve|and [1sUse] given x, y;, d for each d € D > Critique

7: Rank y; based on [IsRer]|, [1sSur|, [IsUsg] > Detailed in Section 3.3

8: else if == No then

9: M ger, predicts y; given = > Generate
10: M gen predicts given , y; > Critique

Ours: Self-reflective Retrieval-Augmented Generation (Self-RAG)

Prompt How did US states get their names? Step 1: Retrieve on demand
—> US states got their names from a variety of sources. @ Q
Step 2: Generate segment in parallel o e e
Prompt + o Prompt + o Prompt + o

3 % 2
Hionbg sRicEes Texas is named ‘Re'e"a"thalifomia's name has its

come from persons. lSupportedl origins in a 16th-century novel

after a Native American tribe.
Las Sergas de Esplandian.

Step 3: Critique outputs and select best segment

¥ Ej — US states got their names from a variety of sources. 11 of 50
—_— etreve %
% Biapats states names are come from persons. 026 states are named

after Native Americans, including Utah.

Prompt: Write an essay of your best summer vacation

@ - . My best summer vacation is when my family and | embarked on a road trip along ...

[\

SELF-RAG: LEARNING TO RETRIEVE, GENERATE, AND CRITIQUE THROUGH SELF-REFLECTION 4



J71% (Training)

Input: Write an essay of your best summer vacation Input: How did US states get their names?

Output: My best summer vacation was a magical escape  Output: 1 of 50 states names come from persons. For instance, Louisiana was named in honor

to the coastal town of Santorini. The azure waters, of King Louis XIV of France and Georgia was named after King George |I.
charming white-washed building are unforgettable.
@ Critic LM q ( 2 Retriever
Augmented Output: My best summer Augmented Output: E Retrieve l o <p>Of the fifty states, eleven are named after an individual person</p>.
vacation was a magical escape to the coastal town of 11 of 50 states’ names come from person. [ Susported | | Fetive | o <p>LOUISIANA: Named in

Santorini. The azure waters, charming white- honor of Louis XIV of France.</p>. ' Relevant { For instance, Louisiana was named after King Louis XIV, and

washed building are unforgettable experience. Georgia was named after King George |1. ! Partially l

Figure 2: SELF-RAG training examples. The left example does not require retrieval while the right
one requires retrieval; thus, passages are inserted. More examples are in Appendix Table 4}

[E—

FIICL + ChatGPT A XUAAS £ M K AFFHRATA, 2 LHIE % — M Critic LM

2. JiCritic LM7E 45 UK F 045 B AL B4 N\ W0 R AT A, & & SURSUE 88 4 ZR AT & token
R 2% B3 E B ) 4RLLM

E: HEY nlEx

()

SELF-RAG: LEARNING TO RETRIEVE, GENERATE, AND CRITIQUE THROUGH SELF-REFLECTION
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Short-form Closed-set Long-form generations (with citations) . N .
PopQA TQA Pub ARC Bio ASQA QA. %Zik. Fit A& &
LM (acc) (acc) (acc) (acc) (FS) (em) (rg) (mau) (pre) (rec)
LMs with proprietary data
Llama2-ci3g 200 593 494 384 559 224 296 28.6 - - > P JE 1
Ret-Llama2-ci3s 518 59.8 521 379 799 328 348 438 198 36.1 U] éﬁ\ ﬁk % Z: ﬂ; J)’? é}/j 71:7% 9—'@‘
ChatGPT 203 743 701 753 718 353 362 688 - E (RAGH23ERAG)
Ret-ChatGPT 50.8 657 547 753 - 40.7 399 79.7  65.1 76.6
Perplexity.ai - - - - 712 - - - - -
Baselines without retrieval
Llama27; 147 305 342 21.8 445 79 153 19.0 - -
Alpacars 236 545 498 450 458 188 294 617 - - JERAGHILLMs
Llama2;3s 147 385 294 294 534 72 124 16.0 - -
Alpacajss 244 613 555 549 502 229 320 70.6 - -
CoVEgss * - - - - 712 - - - - -
Baselines with retrieval
Toolformer*¢s — 488 - - - - - - - -
Llama27; 382 425 300 480 780 152 221 32.0 29 4.0
Alpacars 46.7 64.1 402 480 76.6 309 333 57.9 5.5 7.2
Llama2-FT7, 487 573 643 658 782 310 358 51.2 5.0 7.5 RAG E]/\j LLMs
SAIL*7; - - 692 484 - - - - - -
Llama2;3s 457 470 302 260 775 163 205 24.7 2.3 3.6
Alpacaiss 46.1 669 51.1 576 777 348 36.7 56.6 2.0 3.8
~Our SELF-RAG 73 549 664 724 673 812 300 357 743 669 67.8

Our SELF-RAG 133 558 693 745 731 802 317 37.0 716 703 713

SELF-RAG: LEARNING TO RETRIEVE, GENERATE, AND CRITIQUE THROUGH SELF-REFLECTION



Case Study

Input When did sunday became the seventh day of the week (asga)

Output [[Retrieve=Yes] <p>Reference [1]<p>[ =Relevant] In 321 AD, the Roman Emperor Con-
stantine the Great made Sunday a day of rest from labor, stating: “On the venerable Day of the Sun let the
magistrates and people residing in cities rest, and let all workshops be closed”.[ =Fully Supported]
[[Retrieve=Yes] <p>Reference [2]<p>[ =Relevant] The official adoption of Sunday as a day of
rest by Constantine the Great in AD 321 made Sunday the seventh day of the week.[2][ =Fully

Supported][ =5]

Reference [1] Emperor Constantine then enacted the first Sunday Laws, for “the venerable Day of the Sun”
in 321 A.D. On March 7, 321, the Roman emperor Constantine issued a decree making Sunday a day of rest
from labor, stating: We find a good description of this in sources such as the book Rest Days which states:
Early Christian observance of both the spiritual seventh-day sabbath and a Lord$§ Day assembly is evidenced in
Ignatiuss letter to the Magnesians ca. 110.

Reference [2] Despite the official adoption of Sunday as a day of rest by Constantine, the seven-day week and

the nundial cycle continued to be used side-by-side until at least the Calendar of 354 and probably later. ... The
fact that the canon had to be issued at all is an indication that adoption of Constantine’s decree of 321 was still

not universal ...

SELF-RAG: LEARNING TO RETRIEVE, GENERATE, AND CRITIQUE THROUGH SELF-REFLECTION
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(RAG Ecosystem ’ »RAG Prospect N

Challenges Modality Extension Ecosystem

[ Long Context j [Robustness] [ Image j
[Hybrid(RAG+FT)j (Role of LLMs] [ Audio J

Downstream Tasks Technology Stacks

(Customization)

Simplification

(Specialization]

[ Dialogue J(Question answering) ( Langchain ][Llamalndex)

[Summarizatiorﬂ[ Fact verification ) ( FlowiseAl )( AutoGen )

( Scaling-laws for RAG j [ Video

" » The RAG Paradigm )

( Production-ready RAG j [ Code

Modular RAG /" wEvaluation of RAG

Advanced RAG

I |
I I
I I
I I
I I \
| ' \l
' Naive RAG I
I | : Evaluation Target :
I I
N | : ( Retrieval Quality ) ( Generation Quality ) :
I > B |

- | [
./ » Techniques for Better RAG \ | | Evaluation Aspects '

| |
| | | | o
| | [Chunk Optimizatioa [ Query Routing ] (Iterative Retrieval) brid | : ( Answer Relevance ) ( Noise Robustness ) :
t (R%:m L ( Negation Rejection ) [
o Rerank ’ ( Query Rewrite J @daptive RetrievaD (. | ( Context Relevance ) (
: | l : | (' Information Integration ) |
I I
(I (. : ( Answer Faithfulness ) (Counterfactual Robustness) :
L »Key Issues of RAG L [
I |
[ P! : Evaluation Framework :
I I
0| What to When to How to use 1 | ! Benchmarks (_reB ) (RECALL) '
I retrieve retrieve Retrieval ;| : :
v i . Tools (Trutens ) (RAGAS ) ( ARES ) 4
\ w \ 4 2 4 N _ o

Retrieval-Augmented Generation for Large Language Models: A Survey




LR £ Small2big;Sliding-window;Abstract-
Chunk Optimization Embedding;Metadata Filtering[Liu, 2023]

Better Semantic Representation

- 2 3 Pi TAGAT! i : I, :
Fine-tuning Embedding Model Lmﬁ&:g:;;:t:gﬁgﬂaﬁmM 20231

Query2Doc[Wang et al,, 2023d]; RRR[Ma et al.,
Query Rewrite/Clarification 2023a); STEP-BACKPROMPTING[Zheng et al., 2023];
HyDE[Gao et al,, 2022]; TOC[Kim et al., 2023]

Retriever (§4) Align Queries and documents
Embedding Transformation SANTAILI et al,, 2023b]
. PKG[Luo et al., 2023]; RECOMP [Xu et al., 2023];
Plus'n Adapter TokenFiltering[Berchansky et al.,2023]
Align Retriever and LLM
AAR[Yu et al,, 2023]; REPLUG[Shi et al,, 2023] ;
LLM Supervised Training Atlas[lzacard et al.,, 2022] ; UPRISE[Cheng et al.,
2023a]
&= ’f SEROTDRRGINT0S SoSGEEEs 3 fPRcI\[Vang et al, 2023a]; RECOMP [Xu et al, 2023 ; )
e ——————— e e e e e e |_I'1 9['1‘?{“3'2 9?[“?_'?551(1“ _____ | I\ Filter-Reranker[Ma et al.,2023] 1
| Post-retrieval with Frozen LLM : ez ¢

e ———————— e e
|

Retrieval-Augmented

Generation RETRO [Borgeaud et al, 2022]; Atlas [lzacard et al,,
2022]; REALM [Arora et al., 2023]; Toolformer [Schick
o et al, 2023]; COG [Lan et al., 2022]; RAVEN[Huang et
Pre-training al, 2023]; RETRO++ [Wang et al,, 2023b];
InstructRetro[Wang et al., 2023a]; TIGER[Rajput et al.,
2023)

DPR [Karpukhin et al., 2020] ; UPRISE[Cheng et al.,
2023a]; FiD[Izacard and Grave, 2020]; RA-DIT[Lin et

Augmentation Stage Fine-tuning al, 2023]; Self-RAG[Asai et al, 2023); SUGRE[Kang et
al,, 2023]; SANTA[Li et al., 2023b]; REPLUG[Shi et al.,
2023]; AAR[Yu et al, 2023];

KNN-LM[Khandelwal et al., 2019]; DSP[Khattab et al.,
2022]; KAR[Purwar and Sundar, 2023]; PRCA[Yang et

Inference al., 2023a]; IRCOT([Trivedi et al, 2022]; GenRead[Yu et
al., 2022]; ICRALM[Ram et al,, 2023];PGRA[Guo et al.,
2023)

UPRISE[Cheng et al, 2023a]; CREA-ICLILi et al.,
Unstructured Data 2023a]; COG[Lan et al, 2022]

FABULA[Ranade and Joshi, 2023]; SUGRE[Kang et al.,

i A tation Dat: Structured Dat 2023]; KnowledGPT[Wang et al,, 2023e];
Augmentation Method(86) ugmentation Data ructured Data 2025 Moeadae T st o

Self-Mem[Cheng et al., 2023b]; DSP[Khattab et al.,
LLM Generated Content 2022]; RECITE[Sun et al., 2022]; GenRead[Yu et al.,
2022]; SKR[Wang et al., 2023f]

RAG [Lewis et al, 2020]; UPRISE[Cheng et al,, 2023al;
= PKG[Luo et al, 2023]; LLM-R[Wang et al,, 2023c] ;
Once Retrieval Atlas [lzacard et al, 2022]; Replug[Shi et al, 2023];
RECITE[Sun et al,, 2022]

DSP[Khattab et al., 2022] ; Retrieve-Sample[Ren et al.,

Augmentation Process Iterative Retrieval 2023] ; REALM[Arora et al,, 2023] ; ITER-RETGEN[Shao
et al, 2023] ; ITRG[Feng et al,, 2023]

; : Flare[Jiang et al, 2023]; Self-RAG[Asai et al, 2023];
Adaptive Retrieval RAVEN[Huang et al., 2023]
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